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Abstract A recommender system is an Information Retrieval technology that 
improves access and proactively recommends relevant items to users by consider-
ing the users’ explicitly mentioned preferences and objective behaviors. A rec-
ommender system is one of the major techniques that handle information overload 
problem of Information Retrieval by suggesting users with appropriate and rele-
vant items. Today, several recommender systems have been developed for differ-
ent domains however, these are not precise enough to fulfil the information needs 
of users. Therefore, it is necessary to build high quality recommender systems. In 
designing such recommenders, designers face several issues and challenges that 
need proper attention. This paper investigates and reports the current trends,  
issues, challenges, and research opportunities in developing high-quality recom-
mender systems. If properly followed, these issues and challenges will introduce 
new research avenues and the goal towards fine-tuned and high-quality recom-
mender systems can be achieved. 
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1 Introduction 

The World Wide Web or simply the Web has brought numerous changes in the way 
we live and communicate with others. Today, we rely on the Web and its related 
technologies like web search engines that search and retrieve relevant information 
on almost any aspect of life. However, this change comes with the cost of  
information and cognitive overload on the user who is searching for relevant and 
reliable information on the Web. To cope with these issues, among other solutions,  
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Formally we can define recommender system with S as the collection of all 
those items that may be recommended to users,  ܷ as the collection of all users for 
which the system makes recommendations, and F as the utility function that can 
be used to measure the usefulness of a particular item ݏ ∈  ܵ, to specific user ݑ ∈  ܷ. Mathematically it can be shown as ܨ: ܷ × ܵ → ܴ, where ܴ shows the 
total recommended set. For every user ݑ ∈  ܷ, the system recommends such an 
item ݏ’ ∈  ܵ that it maximizes ܨ for the user, which is generally denoted by rating 
provided by user. Usually item ratings are represented on a rating scale e.g., 1-5, 
in which the greater number say 5 represents that the user likes the item  
very much. For each user, a user profile is developed and updated containing  
information like his personal information, items visited, rated, purchased and 
downloaded. Similarly, each item has its own features and properties which are 
implicitly or explicitly updated as the users interact with the system. It is not pos-
sible that user provides ratings for all items in the catalogue, and therefore, some 
items are not rated at all. Therefore, a recommender system must use appropriate 
filtering methods so that such items are eventually rated either implicitly or explic-
itly and consequently recommended [2]. These filtering methods can be broadly 
divided into three categories, discussed in the coming sections: 

2.1 Content-Based Filtering  

A content-based recommender system suggests those items that are similar in fea-
tures to items user has already liked in past [3]. A typical CB recommender first 
creates user profile using user feedback and ratings about items. The user profile is 
then compared with item features and the matched items are recommended. An 
example is LIBRA [4] that recommends books using book descriptions extracted 
from Amazon.com webpages. It learns user profile and recommends books using 
user ratings as well as features extracted from these webpages.  

In CB approach, different profile-item matching techniques are used to match 
features of new items with user profile and to decide whether a particular item is 
interesting to user or not. User profile are either implicitly or explicitly updated, 
whereas utilities are assigned to items on the basis of utilities previously assigned 
to observed items [2]. Item profile is represented by the features and descriptions 
of these items using either Boolean values or integer values representing term 
frequency (TF), or term frequency-inverse document frequency (TF-IDF) [2]. 
Items are automatically classified into relevant and non-relevant by comparing 
item representations with representations of user interest and preferences using 
keyword matching, finding nearest neighbour approach, cosine similarity and 
typical classification. 

2.2 Collaborative Filtering 

Collaborative filtering recommends items by matching users with other users hav-
ing similar interests [2]. It collects user feedback in the form of ratings provided 
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by user for specific item and finds match in rating behaviours among users in or-
der to find group of users having similar preferences. Here, a user profile repre-
sents user preferences that the user has either explicitly or implicitly provided. An 
example is Amazon [5] uses CF approach, which suggests items based on the 
purchase patterns of its users as well as user ratings. 

In a typical CF environment, there is a list of ݉ users and ݊ items represented 
by {1ݑ, ,2ݑ 3ݑ … . ,and {݅1 {݊ݑ ݅2, ݅3 … ݅݊} respectively. Each user has a list of 
items that are rated either explicitly or implicitly. This way a user-item rating ma-
trix ‘R” is generated, where user preferences about items are represented. For 
finding missing ratings, different techniques are used including finding “nearest 
neighbor” for new users in recommending items to them by considering ratings 
provided by their nearest-neighbors.  

2.3 Hybrid Filtering  

In hybrid approach, two or more filtering methods are combined to gain better 
performance over CB and CF approaches when they are applied separately. Sever-
al researchers combined CB and CF techniques for gaining better results and miti-
gating various shortcomings faced by these approaches. Burke [6] has categorized 
hybridization methods into seven different types including: (1) weighted, (2) 
switching, (3) mixed approach, (4) feature combination, (5) cascade, (6) feature , 
and (7) meta-level hybridization approach. According to Burke, combining differ-
ent filtering methods results in peak performance and alleviates problems faced by 
different filtering techniques when used separately. 

3 Issues and Challenges 

This section investigates issues and challenges in recommender systems and pre-
sents different solutions provided by researchers to handle these issues. 

3.1 Cold Start Problem  

This problem occurs when new users enter the system or new items are added to 
the catalogue. In such cases, neither the taste of the new users can be predicted nor 
can the new items be rated or purchased by the users leading to less accurate rec-
ommendations. The cold-start problem can be solved in many ways including: a) 
asking the user at the beginning to rate some items b) asking the users explicitly to 
state their taste in aggregate; d) and suggesting items to the user based on the col-
lected demographic information [7]. User demographic information can be used to 
know about the location, zip-code along with interactions of the new user with the 
system in order to recommend items on the basis of ratings provided by other 
similar users having similar demographic information. In some domains, there 
may “sleepers” which are items that are good but are left unrated. Sleepers can be 
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handled using metadata or content-based methods [7], using item popularity, item 
entropy, and user personalization [3] as well as using Linked Open Data (LOD) by 
extracting data about items using LOD data sources without waiting for users to 
explicitly provide ratings [8]. 

3.2 Synonymy 

Synonymy arises when an item is represented with two or more different names or 
entries having similar meanings [9]. In such cases, the recommender cannot iden-
tify whether the terms represent different items or the same item. For example, a 
memory-based CF approach will treat “comedy movie” and “comedy film” differ-
ently. The variation in using descriptive terms is greater than commonly thought 
and the excessive usage of synonym words decreases the performance of CF rec-
ommenders. Since item contents are thoroughly ignored, therefore, the recom-
mender does not consider the latent association between items. This is the reason 
why new items are not recommended as long as these are rated by the users. To 
alleviate the problems of synonymy, different techniques including ontologies 
[10], the Single Value Decomposition (SVD) techniques [11], and Latent Seman-
tic Indexing (LSI) could be used. 

3.3 Shilling Attacks 

What happens if a malicious user or competitor enters into a system and starts 
giving false ratings on some items either to increase the item popularity or to de-
crease its popularity [12]. Such attacks can break the trust on the recommender 
system as well as decrease the performance and quality of recommenders. This 
threat is of more concern in CF techniques but lesser threat to the item-based CF 
technique. There are different attack models like bandwagon, random, average, 
and reverse bandwagon attack. Attacks can be detected through different ap-
proaches like generic and model specific attributes, prediction shift, and hit ratio. 
These types of attacks can be categorized by dimensions like intent of attacking, 
size of attack, and the required knowledge to start the attack [13]. Other detection 
methods and metrics for shilling attacks can be found in [14]. 

3.4 Privacy 

Feeding personal information to the recommender systems results in better rec-
ommendation services but may lead to issues of data privacy and security. Users 
are reluctant to feed data into recommender systems that suffer from data privacy 
issues. Therefore, a recommender system, whether CB or CF, should build  
trust among their users, however CF recommenders are more prone to such priva-
cy issues [9]. In CF technique, user data including ratings are stored in a central-
ized repository which can be compromised resulting in data misuse. For this  
purpose, cryptographic mechanisms can be used by providing personalized  
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recommendations without involving third parties and peer users. Other techniques 
include using randomized perturbation techniques [15], allowing users to publish 
their private data without exposing their identities, and using Semantic Web tech-
nologies especially ontologies in combination with NLP techniques to mitigate the 
unwanted exposure of information [16]. 

3.5 Limited Content Analysis and Overspecialization 

Content-based recommenders rely on content about items and users to be pro-
cessed by information retrieval techniques. The limited availability of content 
leads to problems including overspecialization [3]. Here, items are represented by 
their subjective attributes, where selecting an item is based mostly on their subjec-
tive attributes. Features that represent user preferences in a better way, are not 
taken into account. For many domains, content is either scarce such as books or it 
is challenging to obtain and represent the content such as movies. In such cases 
relevant items cannot be recommended unless the analyzed content contains 
enough information to be used in distinguishing items liked/disliked by the user 
[17]. This also leads to representation of two different items with same set of fea-
tures, where, e.g., well-written research articles can be difficult to distinguish from 
bad ones if both are represented with same set of keywords. 

Limited content analysis leads to overspecialization in which CB recommend-
ers recommend items that are closely related to user profile and do not suggest 
novel items. In order to recommend novel and serendipitous items along with 
familiar items, we need to introduce additional hacks and note of randomness [2], 
which can be achieved by using genetic algorithms that brings diversity to rec-
ommendations being made. The problem is relatively small in CF recommenders 
where unexpected and novel items may get recommended. 

3.6 Grey Sheep 

Grey sheep occurs in pure CF systems where opinions of a user do not match with 
any group and therefore, is unable to get benefit of recommendations [9]. Pure CB 
filtering can resolve this issue where items are suggested by exploiting user per-
sonal profile and contents of items being recommended. Similarly, sparse  
rating and first rater in CF filtering can also be resolved by CB filtering [2]. Inte-
grating CB with CF techniques may also yield more serendipitous and novel sug-
gestions [18]. Grey sheep users can be identified and separated from other users 
by applying offline clustering techniques including k-mean clustering This way 
performance gets better and recommendation error is minimal [19].  

3.7 Sparsity 

The availability of huge size of data about items the catalogue and the disinclina-
tion of users to rate items make a dispersed profile matrix leading to less accurate 
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recommendations [9, 20]. The sparse rating in CF systems makes it difficult to 
make accurate predictions about items. CF uses nearest neighbours to recommend 
items, and less ratings make it computationally hard to calculate neighbours.  
The problem can be severe in context-aware recommenders as they use multidi-
mensional vectors, where it becomes very difficult to provide accurate recommen-
dations for very few rated items [21]. To cope with this situation, several  
approaches can be used including multidimensional recommendation model [22], 
SVD techniques [11], demographic filtering [3], and using content-boosted CF 
algorithm [23]. 

3.8 Scalability  

The rate of growth of nearest-neighbour algorithms shows a linear relation with 
number of items and number of users. It becomes difficult for a typical recom-
mender to process such large-scale data. For example, Amazon.com recommends 
more that 18 million items to more than 20 million customers. Different tech-
niques have been proposed including clustering, reducing dimensionality, and 
Bayesian Network [20]. The problem can be addressed by using clustering CF 
algorithms that search users in small clusters instead of searching the entire data-
base [9]; by reducing dimensionality through SVD [11], by pre-processing that 
combines clustering and content-analysis with CF algorithms [24], and by using 
item classification with weighted slope one scheme in determining vacant ratings 
in the sparse dataset of CF systems [25]. 

3.9 Latency Problem 

CF recommenders face latency problem when new items are added more frequent-
ly to the database, where the recommender suggests only the already rated items 
as the newly added items are not yet rated. Using CB filtering can reduce waiting 
times but it may introduce overspecialization. To cope with this situation, the cat-
egory based approach in combination with the user stereotype can be used [26]. 
To further increase performance, several clustering techniques [27] can be applied 
and calculations can be made offline. Model-based CF approaches can also en-
hance the scalability and performance. 

3.10 Evaluation and the Availability of Online Datasets 

Evaluating a recommender system determines among the other things, its quality. 
The design of evaluation criteria and selection of suitable evaluation metrics is a 
key problem in recommender systems. Most traditional recommender systems 
evaluate system results and algorithms by considering dataset divided into a  
test set and apply metrics like MAE, Precision, and F-Measure for evaluation [28, 
29]. The available evaluation metrics are for general-purpose recommenders and 
are not applicable in different domains especially in evaluating context-aware 
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recommenders. To evaluate context-aware recommenders, contextual precision 
and contextual ROC can be used [30]. Other evaluation methods include question-
naires, interviews, and user studies. However, these approaches are costly and 
time-consuming. 

Another issue related to RS, is the non-availability of benchmark dataset that 
can be used in evaluating a recommender system in a particular domain. Such 
datasets are important as their availability encourages research and development 
of recommenders. Most of the available datasets are proprietary and therefore, 
cannot be used as benchmark datasets especially in evaluating context-aware rec-
ommenders. Fortunately, some datasets have been released for evaluating context-
aware recommenders that include Food, Movie and LDOS-CoMoDa1[30]. 

3.11 Context-Awareness 

From an operational point of view, context-awareness aggregates all categories 
that represent the setting in which recommender is deployed, e.g., the current loca-
tion, the current activity, and the time. It is envisioned that the upcoming recom-
mender systems will use contextual information obtained through mobile services 
infrastructure and will include the user’s short and long term history, location, 
entries in the calendar, and the information that the user provides to social net-
works. This can greatly affect the performance of recommenders [31]. Finding out 
user preferences and context-related information is the key to come up with rele-
vant recommendations for the user. Moreover, the performance can be improved if 
user context-related information can be found out in an unnoticeable way. For 
obtaining this unobtrusive preference elicitation, three basic methods can be used 
including detecting facial expressions [32], recording speech interpretation, and 
physiological signals analysis [33].  

4 Research Opportunities in Alleviating Issues and 
Challenges 

By carefully analyzing the issues and challenges presented in Section 3, we pre-
sent some design guidelines that can be helpful designing a fine-tuned recom-
menders that will perform better in mitigating issues like latency, cold-start, scala-
bility, context-awareness, grey-sheep, and sparsity. These guidelines include: 

1. Using demographic filtering and clustering, a recommender system may clus-
ter users having similar preferences and demographic features that the system 
can only look into the appropriate user group rather than the entire dataset. 
This will minimize latency, increase performance, handle sparsity, and grey 
sheep problem. 

                                                           
1 http://212.235.187.145/spletnastran/raziskave/um/comoda/comoda.php 
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2. The personal information of newly registered users can be obtained through 
registration. Contextual information such as location, time etc. can be ob-
tained through their IP address and those items are recommended that have 
been mostly viewed, downloaded and purchased by other users having similar 
contextual information. This can easily avoid cold-start problem. 

3. For a user with frequently changing preferences, two recommendations list 
should be maintained. The first one should be maintained according to the 
current preferences of the user, while the second one should keep track of us-
er’s long-term preferences so that the system should recommend items that 
match user previous transaction history. 

4. The recommender system should filter out obsolete and older items. A time 
threshold should be used to find out such items, and consequently newer 
items should be presented to users along with accurate suggestions. 

5 Conclusion 

In the last few decades, recommender systems have been used, among the many 
available solutions, in order to mitigate information and cognitive overload prob-
lem by suggesting related and relevant items to the users. In this regards, numer-
ous advances have been made to get a high-quality and fine-tuned recommender 
system. Nevertheless, designers face several prominent issues and challenges. 
Although, researchers have been working to cope with these issues and have de-
vised solutions that somehow and up to some extent try to resolve these issues, 
however we need much to do in order to get to the desired goal. In this research 
article, we focused on these prominent issues and challenges, discussed what has 
been done to mitigate these issues, and what needs to be done in the form of dif-
ferent research opportunities and guidelines that can be followed in coping with at 
least problems like latency, sparsity, context-awareness, grey sheep and cold-start 
problem. 
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