
Future Generation Computer Systems ( ) –

Contents lists available at ScienceDirect

Future Generation Computer Systems

journal homepage: www.elsevier.com/locate/fgcs

Holistic approach to management of IT infrastructure for
environmental monitoring and decision support systems with urgent
computing capabilities
Bartosz Balis ∗, Robert Brzoza-Woch, Marian Bubak, Marek Kasztelnik, Bartosz Kwolek,
Piotr Nawrocki, Piotr Nowakowski, Tomasz Szydlo, Krzysztof Zielinski
AGH University of Science and Technology, Department of Computer Science, Krakow, Poland

h i g h l i g h t s

• IT infrastructures for environmental monitoring systems are investigated.
• Holistic management of their configuration to maintain QoS is proposed.
• The approach optimizes the system as a whole rather than isolated subsystems.
• Optimization goals are different in urgent and normal modes of operation.
• The approach is validated with a levee monitoring use case.

a r t i c l e i n f o

Article history:
Received 11 April 2016
Received in revised form
12 August 2016
Accepted 13 August 2016
Available online xxxx

Keywords:
IT infrastructure management
Urgent computing
Environmental computing
Smart levee monitoring
Internet of Things
Cloud computing

a b s t r a c t

Modern environmental monitoring and decision support systems are based on complex IT infrastructures
comprising multiple hardware and software subsystems that need to provide a variety of Quality of
Service (QoS) guarantees required for urgent computing services, essential in emergency situations. Such
IT infrastructures need to bemanaged in order tomaintain the quality of service, which – especially when
operating in the urgentmode – involves optimization ofmultiple, often conflicting, objectives andmaking
trade-offs between them. Existing approaches do not solve this issue optimally because they focus on
delivering quality of service within individual subsystems in isolation. We propose a holistic approach
to system management which takes into account knowledge about the system as a whole—in particular
the interplay of conflicting objectives and configuration options across all subsystems. We argue that
such an approach produces a better configuration of the involved subsystems, improving the resolution
of trade-offs between cost, energy and performance objectives, leading to their better overall fulfillment
in comparison with the non-holistic approach in which individual subsystems are managed in isolation.
We validate our approach using a prototype implementation of the holistic optimization algorithm—the
Holistic Computing Controller, and applying it to a smart levee monitoring and flood decision support
system.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Environmental monitoring and decision support systems in-
creasingly rely on modern IT technologies, notably the so-called
Internet of Things (IoT) integrated with cloud computing [1]. To-
gether, these technologies enable real-time monitoring of natural
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phenomena, provide advance warning of approaching disasters
and help mitigate their impact through results of data analyses
and resource-intensive simulations. However, these results must
be delivered in a timely fashion and therefore the IT infrastruc-
turemust provide urgent computing (UC) [2] capabilities in order to
support applications subject to soft deadlines. On the other hand,
infrastructure limitations such as the use of resource-constrained
devices (e.g. environmental sensors) must be taken into account.
Such requirements imply that the infrastructure needs to be man-
aged in order to adjust its configuration to changing conditions and
maintain the required quality of service.
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Fig. 1. Internet of things reference layered architecture [3].

The IoT system architecture [3] defines seven layers deal-
ing with data acquisition, transmission, processing and applica-
tions (Fig. 1). However, only the four topmost layers have been
addressed in existing UC systems. Such systems focus on qual-
ity of service through on-demand resource allocation using e-
Infrastructures [4], high-throughput data stream processing [5], or
provisioning of storage resources for data-intensive urgent appli-
cations [6]. There is a notable lack of a holistic approach addressing
the management of the entire IoT-Cloud stack, including its three
bottom layers, i.e. physical devices (sensors), connectivity and edge
computing. Implementing such an approach poses a challenge for
two reasons. First, environmental monitoring systems may oper-
ate in several modes – typically a ‘normal’ and an ‘urgent’ mode
– characterized by different resource and QoS requirements. Sec-
ond, the QoS requirements of different IT subsystems conflict with
one another and almost all of them are in contradiction with the
need to maintain energy efficiency and reduce operating costs.
Consequently, the holistic approach requires knowledge about the
system as a whole and a mechanism to calculate and orchestrate
execution policies for individual subsystems in order to manage
the operation of the entire system and resolve trade-offs between
conflicting objectives, preferring some of them at the expense of
others depending on the current mode of operation.

Existing approaches do not solve this problem optimally be-
cause they focus on delivering quality of service within individ-
ual subsystems in isolation [4–6], where each subsystem acts
separately in accordance with its own internal policy and QoS re-
quirements defined for that subsystem alone. We propose a holis-
tic approach to systemmanagement that (i) addresses all layers of
the IoT-Cloud system stack; (ii) optimizes and adapts the configu-
ration of the system as a whole rather than its individual subsys-
tems in isolation. We introduce a new component complementing
the IoT stack, called the Holistic Computing Controller which
performs adaptation of the system configuration in two steps:
(1) calculation of Pareto-optimal configurations for the entire IT
infrastructure based on cost-of-operation and quality-of-service
(QoS) requirements of individual IT subsystems; (2) resolution of
trade-offs between conflicting optimization objectives in order to
select the single best configuration to be deployed in the system.

This proposed holistic approach is validated in the context
of the ISMOP system for smart levee monitoring and flood
decision support. The ISMOP project1 operates a research site
featuring an experimental smart levee (Fig. 2), in order to conduct
controlled flooding experiments, and support comprehensive
research on smart levees, including the design of wireless sensors
for levee monitoring, development of efficient data acquisition

1 http://www.ismop.edu.pl.

and transmission tools [7], modeling of levee behavior [8], and
development of a data management and processing system
leveraging cloud infrastructures [9].

The obtained results confirm that the holistic approach leads
to improved configuration settings and, consequently, better
fulfillment of the system’s cost and QoS requirements than
would have otherwise been possible had the configuration of all
subsystems been managed in isolation.

The paper is organized as follows. Section 2 presents related
work. Section 3 explains the holistic approach to system manage-
ment. Section 4 outlines the architecture and quality-related ob-
jectives of a smart levee monitoring and flood decision support
system, while Section 5 presents its practical implementation
leveraging the holistic approach—the ISMOP system. Section 6 de-
scribes a case study and discusses the results of experiments. Sec-
tion 7 concludes the paper.

2. Related work

Monitoring and decision support systems dealing with natu-
ral disasters typically require urgent computing services in order
to ensure sufficient supply of computer resources and the re-
quired quality of service during a crisis event. Urgent comput-
ing systems are designed for applications characterized by the
presence of a firm deadline, unpredictability of the urgent event’s
occurrence, and the possibility to mitigate the event’s impact
through resource-intensive computations [2]. Illustrative exam-
ples of such applications include severe weather forecasting work-
flows [10], simulation applications [11], storm surge modeling
applications [12], wildfire forecasting workflows [13], etc. The
common property of such systems is not their resource-critical na-
ture, but rather the time-critical nature of computations (or the
need to obtain results within a specified time frame), such as in
simulation-based urgent clinical decision-making [14].

When an emergency unfolds, decision support systems require
intensive environmental measurements typically provided by
sensor networks (wireless sensors in high-tech solutions). Such
systems follow the IoT system architectural paradigm [3], dealing
with a whole range of processes, from low-level data acquisition
by physical devices up to high-level presentation and collaboration
features.

Two general operational stages can be distinguished: data pro-
visioning and data processing. The former reflects layers 1–3 of
the referencemodel (‘data inmotion’ issues), while the latter deals
with layers 4–7 (‘data at rest’ issues). Each of these stages is com-
posed of a sequence of detailed tasks, such as data acquisition,
preparation for transport (i.e. compression, encryption, aggrega-
tion), transfer, buffering, etc. All component tasks should be tuned
in terms of QoS requirements. It should be noted that existing ap-
proaches focus on optimizing the performance of selected subsys-
tems rather than the system as awhole, e.g. resource allocation [4],
data streamprocessing [5], or provisioning of storage resources [6].
In particular, the correlation with data delivery has not been fully
explored in processing subsystems.

In the context of data provisioning, the standards of IoT device
management developed by the Open Geospatial Consortium (OGC)
has begun to play an important role. This consortium is involved in
the development and implementation of open standards to enable
the processing and provisioning of various data and services.
These standards define, among others, universal interfaces for
IoT sensors that allow for effective collaboration between devices
from different companies, which can significantly reduce the cost
of system implementation and operation. One of the standards
developed by OGC is Sensor Web Enablement (SWE) [15], which
allows discovery and access to a variety of sensors, transducers,
and data repositories through the Internet. This standard provides,

http://www.ismop.edu.pl
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Fig. 2. ISMOP experimental levee (Oct 2015).

inter alia, open interfaces forweb applications that use sensors and
the possibility of location sensors using geospatial standards. The
OGC standards are still under development, but will evidently play
an important role in ensuring effectivemanagement of IoT devices.

Complex solutions for job prioritization and pre-emption
have been developed for HPC or Grid computing infrastructure,
e.g. the mechanism of right-of-way tokens in SPRUCE [16] or
modification of scheduling engines in order to ensure the requisite
turnaround times for urgent jobs [17]. A different approach to
resource management, based on on-demand provisioning, renders
clouds particularly useful in urgent computing. In the Common
Information Space (CIS) [18] of the UrbanFlood early warning
system [19] cloud services were used for on-demand deployment
and autoscaling of warning system instances in emergency
situations [20]. Based on the CLAVIRE platform [21], amodel-based
approach to management of heterogeneous computing resources
for urgent computing scenarios was proposed [22]. Nevertheless,
the cited works focus on optimizing the data processing stage
(layers 4–7 of IoT model) without correlating it with data delivery
issues (layers 1–3).

Urgent and massive data acquisition and transfers are usually
taken for granted. In particular, most solutions take advantage
of various internal storage solutions, for which the persistence
of data resources and effective delivery channels are presumed
to be guaranteed and reliable (e.g. Resource/Resource Access
Layer in [12], Data Cloud in [10]). The use of proper network
protocols or distributed system techniques (e.g. Web services [23]
and SOA [24]) solves the problem of reliable transmission, but
efficient support of ongoing acquisition of external data (e.g. from
numerous environmental sensors), particularly the timeliness of
its delivery (i.e. maintenance and adaptation of communication
channels) is yet to be addressed.

The need for wider research on urgent data delivery has re-
cently received some attention, as evidenced e.g. by the man-
agement of data flows in the LEAD environment [10], the Urgent
Data Management Framework (UDMF) [6] or robust data place-
ment for SPRUCE [25]. However, these solutions take advantage of
pre-staged data, whereas real-time monitoring (e.g. wildfire con-
trol [13], dike condition governance [26], etc.) requires continuous
delivery of up-to-date data. The cited environmental monitoring
systems are based on sensor networks, specifically wireless
ones [27], which have become a common solution in recent years.

Ongoing environmental monitoring via a large number of nodes
creates a collaborative output environment and dealing with such
data streams demands appropriate solutions [28].

Advanced research on the efficiency and reliability of urgent
data delivery is taking place. For instance, UDMF [6] introduces
new capabilities for urgent computing infrastructures, including
QoS and data policy management and monitoring. Among others,
urgent storage and data management tools provide configuration
of QoS and Service Level Agreements (SLAs) [29] for data services.
The authors of [5] recognize the problem of maintaining transport
SLAs for sensor data volume in order to avoid disturbing ongoing
computations. Their work proposes a net-based architectural
model for supporting QoS for multiple concurrent data streams.

However, the above-mentioned solutions focus ondata delivery
issues and do not take into account deeper correlations with the
mechanisms of ongoing computation performed in the central
system. They are based on unalterable configurations which aim
at enforcing data delivery QoS, which is presumed to be optimal,
but not collatedwith the operating environment issues (e.g. energy
balance, current demand of processing subsystem, etc.).In contrast
to the above, a holistic approach has been recognized in many
domains of complex system study, including natural history,
biology, education, etc. [30]. Unlike reductionism, the idea of
holism incorporates the concept that a whole entity is more than
the mere sum of its parts and it implies attention to a higher level.
Systems and their properties should be viewed as synergic wholes,
not as collections of parts [31]. In all aforementioned solutions,
aspects of governance of data processing and external data delivery
are mostly treated as two separate problem domains, however no
mechanisms have been found that can leverage the overall synergy
of individual system processes.

In the technology domain, the simplest interpretation of holism
would be shifting control mechanisms from the local plane to the
global one. The concepts of Smart cities [32] or Software-defined
Networks (SDN) [33] provide examples of such approach. In both
cases, the business intelligence is shifted from the infrastructure
layer (e.g. a local traffic lights system or a network switching
appliance) to the control layer (a management center or business
applications supported by network controllers respectively). Thus,
these systems take advantage of global knowledge and, instead of
improving efficiency only locally, provide global optimization.

A corresponding approach is the cornerstone of the presented
research. We have not found a model urgent computing system
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Fig. 3. The difference between (a) isolated and (b) holistic approaches tomanagement of a complex system. In the isolated approach each subsystem ismanaged separately;
in the holistic approach, a holistic computing controller manages the configuration of each subsystem taking advantage of global knowledge and relations between
subsystems.

(based on reliable continuous delivery of data from remote
environmental sensor networks) that implements mechanisms
which guarantee quality of service not only within individual
subsystems, but globally throughout the whole system, by taking
into account the specific features of particular subsystems and
means for their adjustment. Moreover, the aforementioned urgent
system solutions mostly disregard the data acquisition and
delivery stage, addressing only the top four layers of the IoTmodel.
On the other hand, data delivery subsystems are unaware of the
current needs of processing subsystems and operate on the basis
of fixed QoS requirements, irrespective of changing requirements
and restrictions. The paper introduces a method for such holistic
system control, acknowledging all IoT layers, that allows for
adaptation of subsystem configurations based on a global – rather
than local – point of view.

3. Holistic approach to systemmanagement

The operation of an environmental monitoring and decision
support system is driven by Service-Level Agreements (SLAs)
specific for each subsystem and dependent on the operating mode
(urgent or normal2). Each SLA contains a set of Quality of Service
(QoS) requirements that need to be fulfilled. Such a system needs
to be managed so as to adjust its behavior to changing conditions.
In this case, management means switching between configurations
in order to optimize the cost of operation, energy consumption, or
quality of service requirements in emergency situations. Thus, it
is understood in a limited scope and does not cover all the issues
addressed by different IT service management frameworks, such
as service lifecycle, software engineering, information security,
etc. The management tasks realized within the proposed holistic
approach comprise provisioning of optimization goals, selection
of currently preferred configurations and their enactment within
adequate subsystems.3

This section describes the difference between isolated and
holistic approaches to system management, and introduces the
concept of Holistic Computing Controller.

3.1. Isolated vs. holistic approach

Management of a complex system composed of multiple layers
(subsystems) can be achieved on the basis of two complementary
approaches, illustrated in Fig. 3:

2 Here and throughout the paper, without the loss of generality we consider only
these two modes. In real decision support systems there can be multiple operating
modes corresponding to environmental threat levels.
3 When compared to the ITIL framework, this remains in the scope of the

Configuration Management System part of ITIL Service Transition [34].

• Isolated approach: each subsystem acts separately according
to its own internal policy and Service-Level Agreement (SLA)
requirements pertaining to this subsystem alone (Fig. 3(a)).

• Holistic approach: the execution policy of each subsystem is
orchestrated by an external controller which coordinates the
operation of the entire system, based on a Service Profile
defining SLA requirements for the system as a whole (Fig. 3(b)).

In the first approach, management actions are performed by
each subsystem separately. In the second approach, an additional
component called the Holistic Computing Controller (HCC) is re-
sponsible for managing the configuration for each subsystem. HCC
can take advantage of global knowledge concerning the system, in
particular the mutual relations of its component subsystems. De-
tails of HCC design are described in the following section.

3.2. Holistic computing controller

The architecture of the system which includes the Holistic
Computing Controller is shown in Fig. 4. The operation of the
system is defined by two operating loops:
• Decision loop implemented by the decision support system.

In this loop, human decision-makers observe the status of
environmental phenomena and objects in the monitored areas
of interest and, depending on the current situation, set the
operating mode for these areas to urgent or normal. Each
operatingmode has an associated service profilewhich specifies
the SLA requirements for the system in that mode. The profiles
are defined by domain experts.

• Reconfiguration loop implemented by the Holistic Computing
Controller. The HCC makes decisions to reconfigure the IT
infrastructure in such a way as to fulfill functional requirements
and optimize non-functional properties of the system given the
current context. The execution of this loop is triggered by a
change of the systemprofile or its external context. Information
characterizing the IT infrastructure, required for the HCC to
perform the reconfiguration, is provided by technical experts.
In the paper, we focus on the reconfiguration loop implemented

by the Holistic Computing Controller. The HCC operates in the
following cycle:
1. Monitoring: observation of the system state and external

context. Currently we assume that HCC makes decisions on the
basis of the following runtime information: (1) operating mode
(normal or urgent); (2) external conditions (such asweather). In
a production system detailed monitoring information, such as
performancemetrics, would also be needed in order tomonitor
SLAs, detect their violation, and initiate re-configuration to
enforce them. However, SLA monitoring and enforcement,
while definitely a topic for future research, is currently out of
scope of this paper.
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Fig. 4. Operation of a complex decision support system driven by the holistic computing controller. In response to change of the system profile or its external context, HCC
calculates and deploys a new optimal configuration for all subsystems.

Table 1
Examples of profile SLAs and the corresponding tradeoffs.

Profile SLAs Trade-offs

Normal 1. DMI ≤ 1 h 1. Low OPC is moderately preferred over low DPI
2. DPI ≤ 12 h 2. Low OPC is strongly preferred over low EC
3. DTI ≤ DPI 3. Low EC is strongly preferred over low DTI

Urgent 1. DMI ≤ 15 min 1. Low DPI is extremely preferred over low OPC
2. DPI ≤ 30 min 2. Low DTI ismoderately preferred over high SLT
3. DTI ≤ DPI 3. Low DMI is strongly preferred over low DTI
4. SLT ≥ 10 days

2. Optimization: calculation of configurations that optimize the
system’s SLA objectives with respect to cost, energy efficiency
and Quality of Service guarantees. Since these objectives
are conflicting, a multi-objective optimization process is
performed, resulting in a set of Pareto-optimal configurations.

3. Trade-off resolution: the Pareto-optimal configurations are
ranked and the one regarded as best is selected for enactment.

4. Reconfiguration: the selected configuration is deployed in the
system.

We assume the system has k configurable properties P =

(p1, p2, . . . , pk). A set of configuration options for these proper-
ties is also known: O = (O1,O2, . . . ,Ok), where Oi = (oi1, o

i
2, . . . ,

oin(k)) (i = 1...k) denotes possible configuration options for prop-
erty pi.We define system configuration s as a vector of configuration
options chosen for each of the configurable properties:

s = (o1, o2, . . . , ok) ∈ S where oi ∈ Oi.

Here S denotes the set of all possible configurations of the
system.

The remaining information that must be known to HCC is as
follows:
• The current system context c = (c1, c2, . . . , cl), where ci

denotes the current value of a particular context property (such
as battery levels, weather conditions, etc.).

• q1(s, c), q2(s, c), . . . , qm(s, c)—non-functional properties of the
system that need to be optimized (examples described in Sec-
tion 4.2), expressed as functions of the systemconfiguration and
context.

• e = {e1, e2, . . . , ep}—functional constraints which must
be satisfied in order for the system to fulfill its function,
for example ‘configuration options o32 and o54 are mutually
exclusive’.

• sla = {sla1, sla2, . . . , slar}—non-functional constraints im-
posed on the system’s QoS properties. These are basically SLAs
(Service-Level Agreements) that need to be fulfilled by the
system, such as minimum system lifetime, or maximum data
transmission interval. It is a set of inequalities restricting the
non-functional objectives.

• t = {t1, t2, . . . , ts}—trade-offs which specify the relative
importance of the non-functional objectives, given as a pairwise
comparison matrix (e.g. ‘q1 is strongly preferred over q2’, see
examples in Table 1).

Based on the above information, HCC calculates best configura-
tion options for all subsystems. The algorithm executed byHCC can
be described in the following steps:

1. Solve a multi-objective optimization problem in order to find
the Pareto set of configuration vectors that optimize non-
functional objectives and fulfill the functional constraints.

2. Apply trade-off resolution in order to select a single configura-
tion vector out of the Pareto set.

3.2.1. Finding Pareto-optimal configurations
The HCC finds the set of Pareto-optimal configurations by

solving the following multi-objective optimization problem:

minimize q = (q1(s, c), q2(s, c), . . . , qn(s, c)) ∈ Q
subject to constraints e and sla

where s ∈ S
c = (c1, c2, . . . , ck)
e = (e1, e2, . . . , el)
sla = (sla1, sla2, . . . , slap)

where s is a vector of decision variables, i.e. configurations for
all configurable properties of the system; c is a vector of input
(non-decision) variables; e and sla are vectors of functional and
non-functional constraints, respectively; S is the decision space,
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Fig. 5. Smart levee monitoring and decision support system: large-scale distributed deployment.

i.e. a set of all possible configurations of the system; while Q is the
objective space. Let us note that there are two sets of constraints:
the functional constraints that impose restrictions on decision
variables, and non-functional constraints that restrict the objective
space. We do not define these constraints formally due to their
diversity (e.g. inequality relations or logical statements) that can
be interpreted by HCC in order to reduce the decision and/or
objective space. The output of the optimization is a set of feasible
configuration vectors SOPT = (s1, s2, . . .) ⊂ S.

3.2.2. Trade-off resolution
As a result of the previous step we have set of Pareto-

optimal solutions that, when applied to the system, will fulfill
its functional requirements. Choosing any of these solutions will
satisfy only some of the non-functional QoS requirements, leaving
others unsatisfied. The decision should be driven by a trade-off
that captures the relative importance of QoS objectives. HCC has
to solve the following problem of reducing the multi-objective
optimization to a single objective:

minimize qN1 (s, c)k1 + qN2 (s, c)k2 + · · · + qNn (s, c)kn
where s ∈ SOPT

c = (c1, c2, . . . , ck)
k1, k2, . . . , kn ∈ [0; 1]

qNl (s, c) is a normalized ql(s, c).

Providing explicit weights for each objective function is very
difficult, so we propose to describe the trade-offs as a pairwise
comparison matrix using the following scale: extremely preferred,
very strongly preferred, strongly preferred, moderately preferred,
equally preferred. The final weights are then obtained using the
Analytic Hierarchy Process method [35].

The output of this step is a set STR that contains selected
configurations for which the aforementioned function yields the
smallest value. Several system configurations may correspond to
an identical minimal value—in such cases additional logic should
be provided to select the most appropriate solution. Typically, a
random solutionwill be selected, butmore advanced decision logic
is also feasible—e.g. choosing the solution which introduces fewer
changes in the configuration of the system.

4. Smart levee monitoring and decision support system

A typical disaster scenariowhich lies at the root of the presented
research involves a flood wave passing down a river. The flood

wave may last from a few hours up to several weeks, and affect
a large area comprising hundreds of kilometers of levees. A flood
will typically occur due to the failure of a levee resulting from its
long-term infiltration.

The business requirements stemming from this emergency
scenario dictate that the decision support system should provide
regular flood threat assessments for the affected levees in
a reliable and timely fashion. In terms of system requirements,
it implies that a resilient infrastructure is needed, providing real-
time acquisition and transmission of large amounts of sensor
measurements, storage and retrieval of the collected data, as well
as urgent (on-demand and deadline-driven) computing services.
The architecture of such a system is presented in Fig. 5.

During operation the system needs to make trade-offs between
conflicting optimization objectives: quality of service (which in-
cludes various aspects of data transmission and processing perfor-
mance), cost of operation and energy consumption (expected sys-
tem lifetime). How conflicts between these objectives are resolved
is dictated by the current mode of operation. In the normal mode
the optimization of the system’s operating costs is given priority,
while during an emergency situation non-functional properties re-
lated to reliability and performance are crucial.

The following sections describe the details of the smart levee
monitoring and decision support system, including its architecture
and subsystems (Section 4.1), non-functional properties which are
the optimization objectives (Section 4.2), and service profiles for
the normal and urgent operating modes (Section 4.3).

4.1. System architecture

The IT infrastructure of the smart levee and decision support
system, shown in Fig. 6, consists of two main systems: the
Computing and Data Management System (CDMS) and the Data
Acquisition and Pre-processing System (DAPS).

The CDMS comprises the following subsystems:

Computing infrastructure contains physical computers, along
with management software, such as a cloudmiddleware.
The computing infrastructure provides the capability to
dynamically allocate computing resources required for
data processing, e.g. in the form of Virtual Machine (VM)
instances.

Data management subsystem is responsible for reliable data stor-
age and access to data required by the decision support
system, in particular sensor data received from the Com-
munication layer. The primary responsibility of the data
management subsystem is to ensure data availability and
data access quality (e.g. throughput and latency).
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Fig. 6. Layered architecture of a smart levee monitoring and decision support
system.

Data processing and resource management subsystem is where
data analyses are performed in order to assess the current
levee state and forecast its future behavior. These analy-
ses may include anomaly detection, simulation of future
levee state, and computation of flood threat levels for in-
dividual levee sections.

DAPS is an autonomous entity. Energy for its operation is
supplied from renewable energy sources, mainly sunlight, and
stored locally in battery banks. Alternatively, the system can be
powered by a wind turbine or other energy scavenging methods.
DAPS has a multilayer structure, composed of three layers which
perform the following operations:

Measuring Layer —comprising sensors which measure physical
parameters of the environment. Values of these param-
eters are sent over a wired or wireless network to edge
computing devices. These sensors are mostly wireless
and battery operated.

Edge Computing Layer —a collection of many distributed com-
puting resource-constrained devices which control Mea-
suring Layer operation and perform data preprocessing
(including compression, encryption and filtering). In
more advanced systems this is the placewhere event pro-
cessing could be effectively deployed. The operation of
this layer is referred to as Fog Computing [36].

Communication Layer —providing bidirectional communication
between Edge Computing devices and CDMS. This
layer performs routing operations and selects the most
suitable communication technologies and routes to
transfer preprocessed data to the central system.

4.2. Non-functional properties (optimization objectives)

The system is characterized by a number of non-functional
properties related to quality of service, cost of operation, and
energy consumption. These properties are the objectives of
optimization (minimization or maximization) during operation.
The most important non-functional properties are as follows:

1. Operating cost (OPC): expenses (in currency units) required to
maintain the operation of the system. The total system OPC is
the sum of expenses for all individual subsystems, for example
the cost of data transfer over the cellular network, the cost of
renting computing resources from infrastructure providers, etc.

2. Data measurement interval (DMI): an interval (in seconds)
which specifies how often sensor parameters are captured by
themeasuring subsystem. The lower the value of DMI, themore
frequently measurements are captured and, consequently, the
more accurate data analysis can become. However, low DMI
also contributes to increased energy consumption.

3. Data processing interval (DPI): an interval (in seconds)
specifying how often data analyses, such as the assessment of
the current and future state of a levee, are conducted in the data
processing subsystem.

4. Energy Efficiency (EE): an indicator (a value between 0 and
1) showing how energy efficient the system is. This parameter
is especially important in the context of limited energy
availability in the lower system layers, as it directly influences
system lifetime. EE is only applied to lower layers because
energy consumption usually cannot be controlled directly
(through configuration) in the higher layers (in particular the
computing infrastructures).

5. Data processing time (DPT): the time (in seconds) required to
complete data processing for a given area of interest (e.g. all
levees in a region affected by a flooding threat). LowDPTmeans
that computation outcomes are available faster, which may
be crucial for emergency decision-making. However, this also
increases the associated operating cost.
Other quality-related parameters that might be considered
include:

6. Data transmission interval (DTI): an interval (in seconds)
which determines howoften sensormeasurement data is trans-
mitted by the communication subsystem to the data manage-
ment subsystem, making it available for further processing. In
the ideal case DTI is set to DMI, which means that data is trans-
ferred as soon as it is measured. DTI > DMI means that data
is temporarily buffered in the communication layer and trans-
mitted in larger packetswhich saves energy but increases trans-
mission delays.

7. Data access time (DAT): delay (in seconds) between data access
request and its completion. For large areas of interest it can
considerably influence the data processing time, as well as user
experience.

8. System lifetime (SLT): the period (in seconds) during which
the system is expected to maintain correct operation, given
the current quality requirements and circumstances (such as
weather conditions). System lifetime is affected mainly by the
measuring layer where sensors have limited available energy.
Because of the way EE is defined, the SLT function is directly
proportional to EE, i.e. the higher the energy efficiency, the
longer the system lifetime.

9. System availability (SAV): the time during which the system
is available in, expressed as a fraction of total time, e.g. ‘99%
monthly availability’.

4.3. Service profiles

The system has two service profiles defining its requirements
and priorities with regard to non-functional objectives in the
normal and urgent operating modes. The service profiles are
defined in terms of two sets of statements, shown in Table 1:

• Service Level Agreements (SLAs) specifying the upper and lower
boundaries for the non-functional properties.

• Trade-off specifications stating the relative importance of the
optimization objectives.
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Fig. 7. The subsystems and information flow of the ISMOP flood decision support system.

As expected, in the Normal profile, the system is set to be
cost and energy efficient while computations can be performed at
a convenient time. The Urgent profile, on the other hand, calls for
increased frequency of measurements and sets firm deadlines for
computations.

5. ISMOP flood decision support system

We have developed ISMOP, a practical implementation of the
smart levee monitoring and decision support system described in
Section 4. To present its operation, the abstract architecture (Fig. 6)
introduced in Section 4, is mapped to hardware and software
subsystems of the ISMOP system, as presented in Fig. 7. The
following sections describe implementation details of two main
subsystems comprising ISMOP.

5.1. Data acquisition and preprocessing system

Fig. 8 presents the architecture of the Data Acquisition and
Preprocessing System (DAPS) which acquires and transports data
obtained from sensors to the Computing and Data Management
System.

We have developed a functional prototype of the control and
measurement station. The prototype consists of a specialized hard-
ware platform and an embedded software solution. The control-
measurement station hardware platform can be considered as
resource-constrained in terms of energy harvesting and storage ca-
pabilities, computing power, on-board resources (e.g. operating
memory), and communication channel availability [37]. The sta-
tion’s hardware platform is based on modern low-power ARM
Cortex-M4microcontroller unit (MCU). The station connects to the
Sensor concentrator and acquires data from the sensors. The ac-
quired data is preprocessed, serialized, and transmitted to higher
layers of the system.

The control-measurement station uses multi-level power
management features. Each time the MCU is idle, the onboard
real-time operating system enters a reduced power consumption
mode. This mode allows the system to achieve only limited power

savings, but enables rapid resumption of the normal operating
mode. The MCU can also enter a deep power saving mode, in
which its microprocessor core is disabled. This mode is utilized
periodically when the system has no operation to perform. The
third power saving mechanism concerns the power supply of
the peripheral modules, including sensing and communication
subsystems.

The data processing capabilities of the control-measurement
station can be implemented in two ways. The first method
would be to embed C code in the control-measurement station
which is an effective option but requires much work and low-
level programming skills. We have also implemented a standard
LUA interpreter [38] which runs in a separate task. This allows
a software developer to run portable LUA code in the control-
measurement station. The LUA interpreter provides a unified
execution environment for different hardware and software
platforms. Thanks to the utilization of LUA, the processing
tasks can be migrated between different devices in the control-
measurement network.

The station can transmit data using either of its two available
interfaces. By default it uses its built-in GPRS connectivity to
transmit data directly to the CDMS. The alternative path is based
on XBee (a modified version of 802.15.4) communication [39].
XBee allows us to achieve very low-power and long-range mesh
networking capabilities. In this scenario one station disseminates
data to other stations until data reaches a station with sufficient
cellular network coverage. Subsequently, data can be sent to
CDMS via GPRS. Additionally, we have implemented another
version of the control-measurement station core module which
utilizes similar embedded hardware, but supports wired Ethernet
connectivity. This setup, however, remains experimental and is not
intended to be used in the planned final implementation (although
it is useful in a testbed environment).

All of the developed prototype solutions support theMQTT pro-
tocol [40]. Data in the payload of theMQTT PUBLISH message [41] is
packed simply as a string of ASCII characters. This allows us to use
simple decoding procedures on the CDMS side and channel debug-
ging. In the final version we intend to use data aggregation tech-
niques [42] and end-to-end encryption with symmetrical block
cipher, such as Advanced Encryption Standard (AES).
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Fig. 8. Architecture of the data acquisition and preprocessing system (including block diagram of the control and measurement station hardware).

HCC can control selected aspects of the control-measurement
station. First, HCC can suggest the preferred method of commu-
nication via its interface to the communication Selector. Access to
the internal logic of the station allows HCC to control such aspects
of the station’s operation as its power management scheme and
transmission security features. HCC can also control selected as-
pects of the sensor concentrator, mainly the measurement time
resolution and accuracy.

Future improvements of the hardware platform would include
providing better platform flexibility and computing power. In
order to achieve better control over hardware and software
configuration, the utilization of Field Programmable Gate Array
(FPGA) technology can be considered. The increase in computing
power in that case would be then achieved at the cost of worse
energy efficiency compared to general-purpose MCU. The idea
of employing FPGA to environment monitoring has already been
described e.g. in [43,44]. The flexibility of configuration with HCC
could be fully exposed if we consider not only software but also
remote hardware reconfiguration feature. The use of FPGA can also
positively impact EE and SLT values. First, the massively parallel
implementation of common data processing algorithms leads to
their faster execution or to reduction of hardware clock frequency.
Either way, the system can potentially utilize less power in a
shorter period of time. That approach, however, would be much
more demanding for systemprogrammers as it requires hardware-
related skills (refer to [45] for more details).

5.2. Computing and data management system

Fig. 9 presents the architecture of the Computing and Data
Management System (CDMS). The first subsystem of CDMS is DAP

(Data Access Platform) which collates and stores data obtained
from the DAPS system. Externally, the Data Access Platform
presents a selection of RESTful interfaces enabling authorized
users to register new sensors, alter their properties and query for
measurements using a variety of filtering options.

Data analyses are activated as a result of user interactions in the
Decision support systemGUI.When a given area of interest is set to
the urgent mode, an execution environment for data analyses for
this area is deployed on-demand in the cloud infrastructure. The
deployment is orchestrated by the Execution planner component
which generates a workflow describing the computational jobs
that need to be performed in a given data analysis and, based on
the requested SLAs (such as the Processing interval), it calculates
the initial number of Application VMs that need to be allocated
in the cloud. Actual execution of the workflow is coordinated by
two components: theWorkflow engineHyperFlow [46] responsible
for enacting the workflow graph, and the Scheduler which plans
the allocation of workflow tasks to a number of Application VMs
where the actual application programs are deployed. The Executor
component installed on the application VMs is responsible for
the execution of individual tasks, fetching input data from the
DAP subsystem, and writing results back to DAP’s database,
using its RESTful API. As the execution proceeds, it is constantly
monitored by the Autoscaler component which may decide to
adjust the number of VM instances depending on the current
workload.

The Holistic Computing Controller controls VM allocation policy
of the Autoscaler, and the Scheduling policy of the Scheduler. These
configurable properties are described in the following section.
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Fig. 9. Architecture of the computing and data management subsystem.

5.3. Configurable properties

Each layer of the ISMOP system comprises resources that can be
managed through the following configurable properties:

• Processing interval indicates how often data analyses are
performed in the data processing subsystem. Note that the
objective function, DPI, is simply equal to the value of the
Processing interval.

• Scheduling policy specifies whether the execution of data
analyses should be optimized towards cost or turnaround time.

• VM allocation policy denotes circumstances under which VM
instances will be allocated or deallocated. In the aggressive
policy newVMswill be allocated earlier and deallocated later in
comparison to the conservative policy, resulting in higher cost
and better performance.

• Transmission protocol order states which communication proto-
cols should be preferred in case of connectivity problems. Pre-
ferring XBee results in lower cost but less reliable connectivity,
while preferring GPRS increases both cost and reliability.

• Security determines whether security features such as encryp-
tion should be turned on or off.

• Data aggregation determines for how long the sensor data
collected by the measurement subsystem can be buffered in
the edge computing subsystem before being transmitted to
the data management subsystem. High aggregation time saves
a considerable amount of energy by minimizing the activity of
wireless network interfaces.

• Measurement accuracy indicates the precision with which data
is collected from sensors. Increased accuracy (High option) is
associated with greater energy consumption.

• Measurement time indicates how often the sensors perform
their respective measurements. Note that the objective func-
tion, DTI, is simply equal to the value ofMeasurement time.

Each configurable property has an associated policy that is
deployed in the appropriate subsystem in response to changing
the value of the property. The policies are designed in such a way
that their deployment does not disrupt the features of the system,
e.g. its capability for data acquisition, transmission and processing.
Table 2 presents possible values of configurable properties that can
be assigned to specific resources in the ISMOP system.

6. Case study

In order to practically validate the proposedholistic approach to
system management we have performed a series of experiments
using prototype implementations of hardware and software
components of the ISMOP IT infrastructure. The validation involved
the following steps:

1. We have identified the decision space, i.e. key configurable
properties for all subsystems of the ISMOP IT platform and their
possible values.

2. We have identified the objective space, i.e. the objective func-
tions, and developed their corresponding simplified models.

3. We have calculated the configurations that would have been
adopted in the system managed according to the isolated
approach.

4. We have implemented a prototype of the Holistic Computing
Controller and subsequently defined constraints and trade-offs
for the systemoperating in the normal and urgentmodes. These
constraints were then used to calculate optimal configurations
of the system in the following variants: normal vs. urgentmode,
with and without trade-off resolution.

5. We have compared the configurations obtained in different
system management variants and operating modes.

The decision space and objective space were mapped out by
technical experts during the system design phase. Service profiles
are provided by end users of the system—the domain experts.

6.1. Configurable properties: decision space

Table 2 presents the most important configurable properties
and their possible values (configuration options) for five different
subsystems of the ISMOP IT infrastructure. Overall, there are 2880
possible configurations which meet functional requirements.

The size of the solution space can be initially reduced if we
discard the configurations which have little or no significance
for the system operation. The security mechanisms, which are
implemented using hardware-accelerated techniques, have no
significant effect on the overall system performance, including
computation time, length of transmitted payloads and energy
efficiency. Moreover, the sensor network inquiry timing accuracy
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Table 2
Configurable properties of the ISMOP system.

Configurable property Options Policy Resource

Data processing

Processing interval (min) 5, 15, 60, 720, 1440 Deliver computation results every chosen interval Scheduler

Scheduling policy Cost-optimized Use scheduling algorithm minimizing cost. SchedulerTime-optimized Use scheduling algorithm minimizing turnaround time.

Computing infrastructure

VM allocation policy Conservative Allocate/deallocate VMs AutoscalerAggressive Allocate/deallocate VMs

Communication

Transmission protocol order Preferred XBee After 5 unsuccessful tries use the next technology in the following
order: XBee, SMS, GPRS MCU (Selector)

Preferred GPRS After 5 unsuccessful tries use the next technology in the following
order: GPRS, SMS, XBee

Edge computing

Security On Switch on security features MCUOff Switch off security features

Aggregation
High Enable data aggregation and send data in bulks just before processing

time (possible only when processing time is known) MCU
Low Enable data aggregation and send data in bulk in the middle and just

before processing time (possible only when processing time is known)
None Disable data aggregation and send data in bulk

Measurement

Accuracy High Enable high accuracy in measurement network Sensor concentratorLow Disable high accuracy in measurement network

Measurement time (min) 1, 5, 15, 60, 720, 1440 Measure temperature every chosen interval Sensor concentrator

can also be set to a high value with little impact on the energy
efficiency of the control-measurement station. Thus, itwas decided
to permanently enable the security mechanisms and set the
acquisition timing accuracy to High. Those settings reduced the
number of configurations to 720. The relation between acquisition
sampling intervals and processing time in CDMS also allowed us to
further reduce the number of configuration options. It is obvious
that the data acquisition rate should be equal to or greater than
the processing time in CDMS. This further reduces the number of
options to 480.

6.2. Non-functional properties: objective space

We have chosen three most important non-functional proper-
ties as objective functions: operating cost (OPC), energy efficiency
(EE), and Timeliness (TML). The latter property is an aggregated
measure of the system’s performance, responsiveness and capa-
bility to deliver timely results. TML is related to other more basic
properties, described in Section 4.2: Data Transfer Interval (DTI),
Data Processing Interval (DPI), and Data Processing Time (DPT).
For the purpose of the optimization algorithm, each objective func-
tion has been normalized so that it maps a configuration vector to
a value between 0.0 (minimum) and 1.0 (maximum).

The objective functions are calculated as follows. First, we
have investigated the effect of configuration options described in
Table 2 upon the values of the objective functions. The results of
this investigation are summarized in Table 3. Each configurable
property either has no effect on a given objective function (crossed-
out fields), or it can contribute to its low (LOW = 0.0), medium
(MID = 0.5) or high (HIGH = 1.0) value. The objective function is
then calculated as amean of contributing configuration properties,
resulting in a value between 0.0 and 1.0. For example, OPC is
calculated as a mean value of four contributing configuration
options: Processing Interval (5 min = HIGH, 1440 min = LOW),
Computing Schedule, VM allocation and Protocol order.

In addition, we have discovered that the effect on energy ef-
ficiency also highly depends on current weather conditions [47],

hence there are two separate columns for this objective. This phe-
nomenon stems from the fact that the control and measurement
station utilizes solar cells for charging its batteries.

OPC is mainly influenced by CDMS configuration and the se-
lectedmeans of communicationbetween the control-measurement
station and CDMS. Utilizing the GPRS network carries much higher
costs compared to e.g. XBee, which requires no commercial infras-
tructure. EE is determinedmainly by the control-measurement sta-
tion configuration. TML should be considered as holistic because
it is influenced by all layers of the system. Finally, the Weather
contextual factor (cloudy or sunny) tells us how much energy can
be harvested using photovoltaic cells and has a significant impact
on the autonomously-powered control-measurement stations.
Table 3 presents the details on how each objective function is af-
fected by different configuration settings. In the following two sec-
tions we will discuss the results of the system management using
the isolated approach and the holistic approach respectively.

In many cases, interviews with experts or literature studies
were sufficient to estimate the influence of configurable properties
on the objective functions. However, in the case of the EE
function, extensive experimental studies were conducted in order
to measure energy consumption of sensor data transmission
devices in various configurations. The summary of key findings
from these experiments is shown in Fig. 10. We have found that
the aggregation level (configurable property of the Edge computing
layer) has a decisive influence on the energy consumption of GPRS-
based transmission. When the power saving mode was enabled
in the GPRS modem driver but the aggregation period was short,
data transmission actually required considerably more energy
compared to transmission without power saving. This is due to
the fact that the GPRS modem requires an additional amount of
energy for the wake-up procedure each time it leaves the sleep
mode. Increasing the aggregation period extends the deep sleep
periods thereby decreasing power requirements. Considering the
parameters of the utilized hardware and software, the aggregation
interval of 4 min is the critical value below which disabling power
saving is always better than keeping power saving enabled.
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Table 3
Objective space evaluation matrix. HIGH, MID and LOW values denote that the given option contributes to a high/moderate/low value of the given objective function.

Conf. property Option OPC (MIN) EE (Sunny) (MAX) EE (Cloudy) (MAX) TML (MAX)

Processing interval (min) 5, 10, 60, 720, 1440 HIGH–LOW – – HIGH–LOW

Computing schedule Cost-optimized LOW – – LOW
Time-optimized HIGH – – HIGH

VM allocation Conservative LOW – – LOW
Aggressive HIGH – – HIGH

Protocol order Preferred XBee LOW HIGH HIGH LOW
Preferred GPRS HIGH HIGH LOW HIGH

Security On – – – –
Off – – – –

Aggregation
High – HIGH HIGH LOW
Low – MID MID MID
None – LOW LOW HIGH

Accuracy High – – – –
Low – – – –

Measurement time (min) 1, 5, 15, 60, 720, 1440 – LOW–HI LOW–HI HIGH–LOW

Fig. 10. Estimated energy requirements for GPRS-based transmission of sensor
data over a 24-h period depending on the aggregation level.

6.3. Results: isolated approach

In the isolated approach all subsystems choose their configura-
tion settings in isolation i.e. without knowledge of the options se-
lected by other subsystems. For example, short measurement time
and long processing interval imply that it is not necessary to trans-
mit the measured data immediately following measurement. Un-
fortunately, when the Edge Layer is not aware of the processing
time, it cannot make a decision to aggregate its data.

In the isolated approach the system may work in normal and
urgent profiles defined by SLA. In order to investigate how the data
aggregation in the Edge computing Layer influences the objective
space, let us analyze the subset of solutions from S that minimize
OPC (Table 4, 16 results). In the isolated approach only those
solutions where Aggregation is set to None are possible. This
introduces a bias in favor of solutions with greater timeliness and
lower energy efficiency.

6.4. Results: holistic approach

In the holistic approach the optimal configurations are calcu-
lated by HCC using the algorithm described earlier (see Fig. 4).
Figs. 11 and 12 visually present the Pareto sets found by the HCC in
our case study example (for the normal and urgent modes, respec-
tively, during cloudyweather conditions). The charts only show the
values of the three objective functions: TML, OPC and EE, but not
the configurations that led to these values. These are discussed in
the following sections where the optimal solutions for normal and

Fig. 11. Pareto-optimal solutions for the case study example found using the
holistic approach (normal mode).

urgent profiles are presented. We also showwhat results would be
obtained without trade-off resolution.

Note that in the normalmode it is possible to find solutions that
maximize TML or minimize OPC, but the maximum achievable EE
is 0.67. In the urgentmode, in turn, the lowest possible OPC is 0.24.
The reason for this is that some solutions have been eliminated by
the SLA restrictions.

6.4.1. Normal profile
Under normal conditions (no flood risk) the SLA assumes DMI

of up to 1 h and DPI of up to 12 h. After the first step of the
HCC algorithm, the SLA requirements leaves us with 408 solutions
fromwhich 128 solutions for cloudyweather and 102 solutions for
sunny weather are Pareto-optimal. Without trade-off resolution
one of these solutions would have to be chosen based on simple
criteria. We have decided that in the normal profile the most
important factor is the operating cost (OPC), followed by energy
efficiency (EE) and – least importantly – timeliness (TML). Table 6
shows a solution for the normal profile with values of OPC, EE and
TML equal to 0.0, 0.68, 0.16 respectively.

In the second step of HCC algorithm, using trade-off resolution,
we can calculate the importance of all non-functional properties
via pairwise comparison. The system should operate with the low-
est possible operating costs (OPC) and with high energy efficiency
(EE)—thus we assume trade-offs between OPC, EE, and TML:
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Fig. 12. Pareto-optimal solutions for the case study example found using the
holistic approach (urgent mode).

• OPC is slightly more important than EE;
• EE is much more important than TML;
• OPC is much more important than TML.

After processing trade-offs using the AHP method we assign
objective weights to each trade-off: 0.61 for OPC, 0.30 for EE, and
0.09 for FT (Fig. 13). By applying these weights to all 128 potential
solutions we obtain one best solution, which happens to be the
same for both sunny and cloudy weather. In this case, the final
configurations are identical with and without trade-off resolution,
as presented in Table 5.

6.4.2. Urgent profile
The SLA requirements for the urgent profile involve DMI of not

more than 15 min and DPI of not more than 30 min. After the
first step of HCC algorithm, the number of solutions that meet
the SLA is 192 from which 64 solutions for cloudy weather and
48 solutions for sunnyweather are Pareto-optimal. Without trade-
off resolution one of these solutions would have to be chosen
based on simple criteria. We have decided that in the urgent
profile the most important factor is timeliness (TML), followed by
energy efficiency (EE) and operating cost (OPC). Table 6 presents
a solution for the urgent profile where the values of OPC, EE and
TML are 1.0, 0.33, 1.0 respectively. The selected solutionminimizes
measurement and processing time—with values much lower than
the acceptable values specified in the SLA.

In urgent profile, excess timeliness might not improve the
quality of levee breach prediction as it does not materially affect
the underlyingmathematicalmodels.Moreover, the systemshould
preserve some energy as it might be impossible to obtain solar
power during a natural disaster. The trade-off resolution, carried
out as the second step of the HCC algorithm, will help choose
the best solution based on various criteria. The trade-offs are as
follows:
• EE is slightly more important than TML;
• TML is much more important than OPC;
• EE is much more important than OPC.

We apply the following objective weights to the trade-offs:
0.09 for OPC, 0.62 for EE, and 0.30 for TML (Fig. 13). We then
obtain one best solution for each weather context. During sunny
days the system is able to harvest more energy than during cloudy
weather. Consequently, HCC select data transmission technology
based on theweather conditions. The final energy efficiency objec-
tive remains unchanged at 0.67, while TML and OPC objectives are

deemed less important. Nevertheless the TML objective in the ur-
gent profile is better than in the normal profile, as shown in Table 5.

6.5. Discussion

The obtained results confirm that, thanks to the holistic
approach, HCC can perform global optimization of the system’s
configuration and achieve better configuration settings thanwould
have been possible had all subsystems been configured in isolation,
based on SLAs pertaining only to these subsystems.

In the presented case only a holistic view of the system justifies
setting the Data aggregation property of the Edge computing
subsystem to high – i.e. at least 12 h – in the normal mode
(Table 5), even though the Measurement interval is much lower—
only 60 min. As shown, HCC can take into account the constraint
imposed on the Processing interval (a property of a completely
different subsystem) which, in this case, was much higher
than the Measurement interval. This, along with the rule that
Aggregation time < DPI − DPT , enabled finding the configuration
which maximizes EE (and increases system lifetime). Without the
HCC, the aggregation property would have been set to none by
the Edge computing subsystem because there would have been no
indication that sensor data was not required immediately by the
upper subsystems. This, in turn, would have resulted in greater
power consumption at the edge node as communication would
have to be initiated more frequently. Consequently, without HCC
(isolated approach), the values of OPC, EE and TML would have
been equal to 0.0, 0.34, and 0.32, respectively. Given that in the
normalmode EE ismore important than TML, clearly it would have
been aworse configuration compared to the one achievedwith the
holistic approach (OPC = 0.0, EE = 0.68, TML = 0.16).

The second observation proves that trade-off resolution can
further improve the achieved configuration. Table 6 shows the
solutions produced by the HCC for normal and urgent profiles,
where instead of the trade-off resolution, a simple importance
hierarchy among the objective functions was assumed. Thus, the
final configuration chosen from the Pareto set was simply one that
produced the best value of the most important objective. When
several such configurations existed, the second most important
objective was taken into account, etc. The assumed importance
hierarchy depended on themode of operation: in the normalmode
the corresponding order was (from most to least important): OPC,
EE, TML; while in the urgent mode it was: TML, EE, OPC. Trade-
off resolution proved to be a better decision-making mechanism
that led to different configurations depending on the context
(weather), as shown in Table 5. Without trade-off resolution,
a configuration was chosen that simply maximized TML, but
at the cost of very low energy efficiency (0.33 in sunny and
0.00 in cloudy weather conditions). Introducing the trade-off
resolution algorithm resulted in more balanced configurations in
which TML was still high, but the system lifetime was also much
higher due to much better energy efficiency (0.67). Moreover, the
model accurately captured the fact that during cloudy weather
the importance of energy efficiency rises (because the solar cells
become less efficient). Consequently, in the configuration selected
for cloudy weather, the XBee protocol is chosen, which allows
sustaining high EE at the cost of TML.

Finding the objective functions that map system configuration
and context onto its non-functional properties is by far the most
difficult task. We have adopted a simplified approach to obtaining
the models of the objective functions which proved sufficient
for research purposes. However, in a real system more accurate
models might be necessary. Such models can be diverse for
different objective functions. For example, it can be relatively easy
to find an accurate analytical formula for the cost function, but
for other functions different approaches might be more effective,
such as a simulation model, a model based on machine learning
techniques, etc.
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Fig. 13. Comparison of quality objective weights for trade-off resolution in: (a) normal mode, (b) urgent mode.

Table 4
All solutions (system configurations) minimizing OPC. In the isolated approach only suboptimal configurations with Aggregation set to None are possible.

Resources Context OPC EE TML
Processing interval Computing schedule VM allocation Prot. order Aggregation Meas. time

1440 Cost-opt. Conservative XBee None 1 Sun./Cloudy 0.0 0.33 0.33
1440 Cost-opt. Conservative XBee Low 1 Sun./Cloudy 0.0 0.50 0.25
1440 Cost-opt. Conservative XBee High 1 Sun./Cloudy 0.0 0.67 0.17
1440 Cost-opt. Conservative XBee None 5 Sun./Cloudy 0.0 0.33 0.33
1440 Cost-opt. Conservative XBee Low 5 Sun./Cloudy 0.0 0.50 0.25
1440 Cost-opt. Conservative XBee High 5 Sun./Cloudy 0.0 0.67 0.17
1440 Cost-opt. Conservative XBee None 15 Sun./Cloudy 0.0 0.34 0.33
1440 Cost-opt. Conservative XBee Low 15 Sun./Cloudy 0.0 0.50 0.25
1440 Cost-opt. Conservative XBee High 15 Sun./Cloudy 0.0 0.67 0.16
1440 Cost-opt. Conservative XBee None 60 Sun./Cloudy 0.0 0.34 0.32
1440 Cost-opt. Conservative XBee Low 60 Sun./Cloudy 0.0 0.51 0.24
1440 Cost-opt. Conservative XBee High 60 Sun./Cloudy 0.0 0.68 0.16
1440 Cost-opt. Conservative XBee None 720 Sun./Cloudy 0.0 0.50 0.25
1440 Cost-opt. Conservative XBee Low 720 Sun./Cloudy 0.0 0.67 0.17
1440 Cost-opt. Conservative XBee High 720 Sun./Cloudy 0.0 0.83 0.08
1440 Cost-opt. Conservative XBee High 1440 Sun./Cloudy 0.0 1.0 0.00

Table 5
Optimal solutions (system configurations) for normal and urgent profiles obtained using tradeoff resolution.

Profile Context Resources OPC EE TML
Processing
interval (min)

Computing
schedule

VM
allocation

Prot.
order

Aggregation Meas.
time

Normal Sunny or
cloudy

1440 Cost-optimized Conservative XBee High 60 0.00 0.68 0.16

Urgent Sunny 15 Time-optimized Aggressive GPRS High 15 1.00 0.67 0.83
Cloudy 15 Time-optimized Aggressive XBee High 15 0.75 0.67 0.66

Table 6
Optimal solutions (system configurations) for normal and urgent profiles obtained without tradeoff resolution.

Profile Context Resources OPC EE TML
Processing
interval (min)

Computing
schedule

VM
allocation

Prot.
order

Aggregation Meas.
time

Normal Sunny or
cloudy

1440 Cost-optimized Conservative XBee High 60 0.00 0.68 0.16

Urgent Sunny 5 Time-optimized Aggressive GPRS High 1 1.00 0.33 1.00
Cloudy 5 Time-optimized Aggressive GPRS High 1 1.00 0.00 1.00

7. Conclusion

We presented a holistic approach to management of an IT
infrastructure for environmental monitoring and decision support
systems based on the Internet of Things and cloud computing
technologies. We introduced the Holistic Computing Controller,
a component complementing the IoT-Cloud stack,which calculates
and deploys a globally optimal configuration for all subsystems
based on knowledge of the system as a whole. The approach
was experimentally validated using the hardware and software
components developed in the ISMOP system for smart levee
monitoring and flood decision support. The results confirm that the

holistic approach produces a better configuration of the system in
comparison to what can be achieved with the so-called isolated
approach, where the configuration of all subsystems is managed in
isolation.

Future work involves further experiments aimed at providing
more precise objective functions, including an experimental
study of additional configurable properties of the system, and
their interplay across different subsystems. Another prospective
research direction is development of prototype components of the
ISMOP system, in particular an efficient solver for multi-criteria
optimization within the Holistic Computing Controller.
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