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Abstract

This study presents a new method for Iranian License plate recognition systems that will increase the accuracy
and decrease the costs of the recognition phase of these systems. In this regard, ahybrid of the k-Nearest Neighbors
algorithmand the Multi-Class Support Vector Machines (KNN-SVM) model was developedin the study. K-NN was
used as the first classification model as it is simple, robust against noisy data set and effective fora large data set.
The confusion among the license plate similar characters problem was overcome by using the multiple SVMs
classification model. The SVMs model has improved the performance of the K-NN in the recognition of similar
characters. The current study experimental results revealed that there is a significant improvement in the character
recognition phase rate compared with a similar study.
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1. Introduction

Lookingat our daily lives, we canfind the footprints of improving computer science and engineering in every
aspect of life such as education, tourism, health and transportation. One of the most rapidly developing areas in the
field of engineering is that of Intelligent Transformation System (ITS)!. ITS, as an active research area, has started
to play an important role in people’s lives such as in transport and mobility safety’. This phenomenon has
encouraged governments and the private sector alike to exploit advanced technologies®. Satellite system
navigation*>®, road sign automatic recognition”®° guided parking systems'®***?  license plate recognition****** and
vehicular security® are some of the various ITS types.
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License Plate Recognition (LPR) plays a crucial role in ITSand hasmainly been used for access control systems.
The control systems can be applied in various applications such as automatic parking control, security control in
restricted areas, traffic law monitoring, congestion pricing®®, the search for stolen cars or unpaid fees *** and
freeway payment®.

The current paper is organized into five sections.Related works willbe reviewed in Section 2. Afterward, the aim
of the study will beexplained in Section 3. The next section discusses the study framework. Experimental results
willbe discussed in Section 5 and the last section reveals the conclusion of the study.

2. Related work

Over the last several decades, many research studies have covered the subjectof license plate recognition
techniques,wheremost of them were based on grayscale method image processing, character extraction and pattern
recognition. Park et al. ** applied an artificial neural network (ANN) to recognize and extract Korean license
platesaccurately, even in bad weather. The Matas et al.'®, study was similar to thePark et al.'study. Viand et al. *’
and Kim et al.*®implemented the Support VVector Machine (SVM) algorithm to determine the license plate. Naito et
al.'® focused on the use of camerasas animportant aspect, in order to obtain abetter image. Cowell et al.”® explained
Arabic and Latin characters’ recognition. Yu.M and Kim Y.D #underlined various approaches for colorful
background license extraction. Chang et al. % used fuzzy logic sets to determine plate positions in both vertical and
horizontal dimensions. Delforouzi and Pooyan®applied bothSVM and OCR to recognize efficiently Iranian license
plates with Persian (Farsi) characters. A literature review showed classical image processing, genetic algorithms,
artificial neural networks, Fuzzy, Support Vector Machine (SVM), MARKOR Processes, Finite, etc. techniques
were all applied in LPR processes.

3. Aim of the Study

The recognition of Iranian License Plates on privately owned cars is the aim of the study. Confusion caused by
similarities between the Persian alphabet and numeric characters is one of the problems in the recognition phase
ofPersian LPR systems. In this regard, using the benefitsof SVM based on KNN as a Hybrid model was presented in
the study to overcome the above-mentioned problem.

4. The Study Frame Work

The main focus of the current is on Iranian license plates on privately owned cars, which consist of a metal plate
with standard alphanumeric format and white background, as shown in Fig. 1. This plate consists of 13 lettersand 9

numbers® (Table 1). ‘
) YOYFO[ Y

Fig.1. Iranian car license plate sample®

Table 1. Licence Plate Letter and Number List.

Letters Numbers

{ #IFH € # BibRbil 11243144546174819

The system input is an image that is taken by camera in advance. The input image format would be JPG, JEPG,
and BMP. This recognition system applies the photos one at a time. In the next step, the inserted image is sent to the
image processing phase. The results of step one will be the segmented plates’ characters. Afterward, each segmented
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character images is converted to the relevant feature vector. These feature vectors are the input data for the
recognition phase. Fig. 2. explains the block diagram of the study.

Image Processing Character Recognition
Plate Location l I 1 KNN (K=1) |
1
y 1 & 1 Output
Character 1 SVM (for similar !
Segmentation ! mage.bmp ! characters) "
________ /I ‘\_________I

Fig. 2.The Study Block Diagram

4.1. Image processing

As seen in Fig.2, theimage processing phase includes two main sections: plate location identification and
character segmentation. In order to obtain the desired result in the study, Morphology was conducted, as it is a
robust technique®?*?"?8 After converting the colorful images to Grayscale format, edge detection (Prewitt) and
Dilate image functions, which are offered by Morphology, are applied. Filling (imfill) and filtering (liner) functions
help to fill the images’ missed pixels, which are called holes, from the previous step and to delete thenoise in both
the vertical and horizontal directions. The final format fromthese processes, as seen in Fig. 3,isconverted to the
labeling matrix. The label matrix assigns different values for each object in order to identify them.

In order to identify the license plate location on the image a “for loop” is appliedafter matrix labeling. The spot is
deleted if one of the below conditions is TRUE. The extracted license plate is shown in Fig .3(g).

The width of the spot is less than 3 points;

The width of the spot is morethan 1/4 of the input image width;

The height of the spot is lessthan 8 points;

The height of the spot is morethan 1/3 of the input image height;

The ratio of the spot’s width to its height is less than 0,1;

The ratio of the spot’s width to its height is morethan 4 (because of two or three joined characters);
The ratio of the spots area to the spot’s bounding box area is lessthan 0,15%°;
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Fig. 3. The License Plate Extraction Phase of the Study (a) Inserted image; (b)Greyscale; (c)Prewitt;
(d) Dilation operation;(e) Label matrix;(f) Extracting license plate; (g) Show the license plate.

License plate alphanumeric character segmentation is carried out after extracting the license plate from
theinserted cars’ image. In this regard, all image processing Morphology steps are applied to segment the license
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plates’ characters. Furthermore, the license plate rotation over the horizontal vector is applied in advance. Fig.4.
shows the steps for character segmentation.

BYaZ10¥ia HEYaCeofia N YO T 10Fva

Fig. 4. Character Segmentation Steps of the Study (a) Rotation; (b) Binary; (c) Filling;
(d) Matrix Labelling; (e) Brighten & crop; (f) Grey-scale; (g) Character segmentation and normalization.

4.2. Feature Extraction

Each of the segmented charactersof the license plate which were normalized (32x30 pixel) before are converted
to the feature vector in order to feed into the character recognition phase. In order to identify the license plate
characters, a hybrid machine was applied in this study; therefore, each machine (KNN and SVM) needs specific
feature vectors. Literature reviews reveled that two main features are common in the feature extractions phase for
Persian and Arabic based alphanumeric dissimilar characters recognition studies. In this regard, in order to feed and
create the KNN feature vector to recognize dissimilar characters (Table2),structural feature and horizontal (H) and
vertical (V) crossing count histogram features'? are applied for the KNN machine. The similar characters(Table 2)
that were recognized via the SVMsneed another feature vector. The Zoning feature extraction method is applied
toeach similar character (Table 2). The similar images are divided into 12 equal zones (8x10 pixels). The Zoning®
features are extracted from each zone pixels by moving along the diagonals of its respective 10 x 10 pixels. Each
divided zone has 17 diagonal lines.In total, 19 featuresare extracted through the Zoning technique, which is used in
The SVM. Table 2 explains all the details about both feature vectors.

Table 2. Feature Vector attributes.

Machine Feature set Size of feature vector Total
Structural features 16

KNN (H&V) Crossing count 10 26

SVM Zoning 19 19

4.3. Character recognition

There are some common problems in the recognition phase of LPR systems. Noisy, dusty or low quality image
problems are generallyovercome during the image processing phases. Similarities between the Persian alphabetic
and numeric charactersthatare used in the Iranian license plate cause classification confusion problems during the
recognition phase. Recognitionof each segmented alphanumeric character thatis already converted to the related
feature vector is the last phase of the current study. Previous studieshave shownthat the ANN, K-NN, SVM, Fuzzy
logics, etc. methods have beenapplied in LPR systems’ character recognition phases. The Hybrid KNN-SVMs
model was utilizedin the current study. The main reason behind the choice of this model was the corresponding
properties, which use benefits of the combination of K-NN and SVM to decrease the training phase time and
increase the efficiency of the LPR system. The K-NN was used as the initial step toclassifyall data set without
training® and then multiple class SVMs was performed on only the smaller data set with similar characters.
Fig.5.explains the proposed hybrid KNN-SVM model of the current study.

e K-NN

Each plates’ characters with the specificstandards has been segmented and resized in the image processing steps.
Afterwards, in the feature extraction process, the segmented characters imagesareconverted to the relevant feature
vectors.The standard format for license plate uses dissimilar alphanumeric characters. As a simple classifier™
method, which works well to classifier anomalous data set * K-NN was implementedin this study as the first
classification step. Furthermore, the K-NN algorithm was chosen because of itszero learning phase costs ****, simple
implementation®*’and analytical tractability. Thus, K-NN classifies the sample data set for each letter and number
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character with minimaltraining costs. The Jaccard and Euclidean distance functions yields revealed that the
Euclidean distance is suitable for the study. The results of the KNN classifications show that K-NN is still confused
and cannot classify accurately the characters thatare slightlysimilar to each other, as seen in Table 3.

Feature Vector

Similar
characters?

Output
No P

Fig. 5. The Hybrid KNN-SVM Proposed Architecture

Table 3.Similar Characters

Characters types Confused character
o G1(& v v?)

Similar letters G20 )

Similar numbers GL(r, ¥, )

e SVM

The multiple SVMs classification and recognition model is applied when the K-NN in the first classification step
finds one of the similar characters in the recognition phase (Table 3). The SVMs trains only the similar characters
sample data sets. Thus, the training rate of the SVM decreases significantly. Various kernel functions test results
revealed that the best SVMs function for the current study is the RBF kernel, similar to previous®***®studies.

5. Experimental Results of the Hybrid KNN-SVM

To evaluate the effectiveness of the proposed method in this paper, 257 images of car license plate have been
tested as part of the study. These license plate images were taken randomly by normal digital camera with a
1024*768 pixel frame size, in RGB and JPG format. The camera was in the range of 5 to 10 m. from the car. The
captured images were divided into2 groups: T1- Plate with at least one similar character (n=137) and T2- Plate
without similar characters (n=120). The experimental results of each group are shown in Table 4.

Table 4. Experimental Tests Results

Applied Test T1(n=137) T2(n=120) Total (n=257)
Plate region extraction 96.01 96.01
Character segmentation 95.24 95.24
Character recognition 96.82 97.31 97.03

Common failures in Plate region extraction and Character segmentation in both groups are caused by characters
with dots and image capturing insufficiencies. The K-NN (K=1) with Euclidean distance functions was applied in
the first phase of classification and the multiclass SVMs with RBF kernel was conducted as an improved phase.
Comparing the character recognition phase results of the current study with asimilar study®, we can
statethat,althoughthe character recognition phase rate of the study is not faster than in the previous study®, the
accuracyof recognition is higher(Table 5). In addition, the lower cost of the proposed system’s training phase is
incomparable with other models.
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Table 5. Feature Vector attributes.

Studies Feature extraction methods Models %

Current Study KNN ‘:Struc_tur,a’tl features, ( H&V) Crossing count KNN-SVM 97.03
SVM “Zoning

Similar OCR SVM 94

6. Conclusion

In this study, a new method is presented to apply the LPR systems for Iranian license plates. Increasingthe
accuracy of the character recognition phase rate and decreasing the training rate are the main advantages of the new
Hybrid model. The K-NN was implemented as the first classification method, as it is simple, robust against a noisy
data set and effective in large data sets with zero training cost. The confusion problem related tosimilar characters in
the license plates was overcome by using the multiple SVMs classification model. The SVMs has improved the
performance of the K-NN in the recognition of similar characters. The SVMs was trained and tested only for the
similar characters, thus, the training cost of the SVMs decreased significantly. Comparison resultsbetweenthe
current study experimental results of a similar study®revealed that that the presented hybrid KNN-SVM model
improves the character recognition rate significantly from 94% to 97.03% for all cases tested.
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